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Abstract

In this paper we describe an intelligent, client based charging middleware that can be used to enable customers' self policing over the access of network resources in a multi service network like Internet (and ultimately higher level services). By intelligence we mean the charging software, data stores and the human or agent based reaction to dynamic pricing. The middleware components described in this paper are part of the MWARE client based middleware being researched and developed at the BT Advanced Communications Technology Centre [mware].

1. Introduction

The Internet is moving from a free best effort network used for research purposes by a relatively small number of users to a commercial multi-service network used by millions. Having no mechanisms in place to encourage network users or applications to request the least class of service that suits their needs will give them an incentive to always use the highest class of service, hence making the multi-service infrastructure pointless. For example, using flat monthly rate charges for network access will encourage users to use the best service always. This paper proposes to use dynamic pricing to manage network resources and presents a distributed infrastructure using Java and IP Multicast technologies to do so. 

2. Using pricing to manage QoS

One solution to manage the demand for different QoS levels is to set different tariffs for the usage of different classes of service and to charge the users of the network to encourage them to use an appropriate class of service. The word user is used broadly for corporate, private users and network providers.

Having different tariffs for each class of service does not solve the problem of congested and overloaded networks that have high demands at peak times. The traditional network access control policy in this context can be defined as follows: " accept or reject requests based on the amount of resources remaining, the last request is the one that is denied if resources are limited" and is defined and applied by the network provider.

We propose to use dynamic pricing to introduce greater bandwidth sharing control flexibility. As in any commodity market, raising and lowering prices would lower or increase the demand for bandwidth. An example access control policy, based on charging, could be the following: "when congestion is present prices can be increased so that user applications with lower priorities and already over their agreed traffic specifications (by contract) have an incentive to back off, enabling other users with higher priorities to use those freed resources". In this context the policing is enforced by the users themselves from the edges of the network. 

Nevertheless this system does not allow the prioritisation of traffic from customers of different importance as perceived by the provider, i.e. the customer with the largest amount of currency will always get the resources she requires. One solution is for the network provider to create a network currency and distribute it to its customers based on their importance.

The work presented in this paper does not cover the design or selection of appropriate tariffing models or policies but focuses on the description of the engineering aspects of a system within which they can be implemented, used and maintained. It should also be noted that the system could be used to charge on different parameters than network usage. It could, for example, be used to charge based on time of day and session length. We do not recommend this as the network provider might not always be the service provider and the network is unaware of application level sessions. Furthermore this will not be as efficient at managing network resources.

3. The architecture

The engineering components required to enable this user based policing include: 

· dynamic pricing (to create, maintain and disseminate tariffs);

· including tariff and price feedback to the users (so they or a software agent on their behalf can decide on their course of action)

· real-time metering [brownlee97] & accounting (to apply the tariffs to network usage records and store accounting records);

· cost distribution, billing (to split the cost of usage amongst the involved parties);

· payments (micro-payments and off-line payments to settle the accounts);

· manual as well as automated QoS & traffic control (so users or their software agents can implement the decisions from the enforcement of policies).

We have designed our system so that most of this intelligence resides on the customer devices in a client based middleware for scalability purposes and to empower the users with control over their accounting data and network access policies [bri00]. 

Furthermore, the network is freed from any other purpose than bit shipping and QoS enforcement, and our system does not require modifying any network protocols. The accounting, some tariffing, billing, QoS control processes, software agents and related data are located in this client based middleware. 

Tariffs are created on the provider side and disseminated to the client middleware using IP multicast or a unicast fetch protocol, although we recommend the use of IP multicast for scalability purposes. The use of IP multicast scales better where there is large customer base for a common set of services. Tariffs or tariff parameters (such as a new charging rate for an existing tariff) can be updated by the provider system (fig 1) and transmitted to the client middleware using IP multicast.

Fig 1: Dynamic Pricing Components

The tariff code includes an algorithm and two associated graphical user interfaces [rizzo99]. One is aimed at the provider so the algorithm parameters can be modified and the other is aimed at the customer side so that she can visualise the active tariffs. Some parameters of the tariffs, such as congestion, can be determined locally hence giving enhanced autonomy to the tariffs, which is particularly useful in periods where network resources are scarce. An example tariff that we have implemented is a "congestion linear tariff" which returns a price based on some local usage measurements (a number of bytes) and the congestion on the data stream path measured locally as well. A penalty is added to the "normal" price when the traffic in and out of the device exceeds the agreed traffic limits by contract. The congestion level being measured using ECN bits [floyd94].

Each entity using the network (PC, Mobile terminal, fridge...etc) does its own metering, accounting (using the tariffs available locally) and stores its accounting data locally (fig 2). 
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Fig 2: Customer Based Accounting, Billing & Payment Components 

At time intervals and in granularity defined by the network provider, the client based accounting system reports to the provider based accounting system. The network provider retains control over the accounting process and data in that it can define the reporting rate, granularity and type of the reports it wishes to receive. The accounting data reported can then be compared to random samples of network usage measured on the provider side for fraud control purposes (to prevent the reporting of fraudulent accounting data or the use of fraudulent tariffs). In case of frauds, actions can be taken either at the access gateway or at the payment level. For client devices that do not have the resources to account for themselves or are not reliable, a third party service can be used to store the data. When processing resources are not sufficient for metering purposes, the provider can do all of it instead of on a sample basis. The provider can also specify what currency is in use by the network clients to cope with global access to networks and access prioritisation from the provider side. The local currency is applied to the accounting data before payments are requested (tariffs use a network currency).  

Payments originate from the client-based middleware based on the accounting records. Although other payment methods could be integrated with our system, we have only implemented a simplistic micro-payment protocol. There is scope to implement off-line payment systems and credit card based payments. At this stage, and at least from an implementation point of view, the user of the service pays for it. But we believe that there is a requirement to enable more flexible business models such as those required by UK PSTN 0800 numbers where the recipient of the call pays for the call cost or cases where the parties involved in a session might pay for different part of the session: content, transmission, QoS…etc. We are currently adding this functionality into our system.

To assist the user in setting her access policies (cost versus quality of service) and to automate her reactions to variable pricing a software agent is available to her (fig 3). 
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Fig 3: Client based Software Agent and QoS control components

By using the data available in the charging middleware this agent displays the current spending of the user (and information about the current tariffs in use) and controls the request for network resources based on user set policies. Applications and streams are registered with the agent by means of reflective techniques to minimise application modifications. Applications that wish to access directly the QoS API can also do so, although we encourage the separation of concerns when possible. The application developer can concentrate on the application goals and the middleware developers on the means to achieve them, through QoS requests for example. The middleware by having a global vision of application requirements and the available resources can share them out more efficiently to match the user policies. The agent listens to all the tariffs the user device receives (they could come from different network providers) and tries to match the policies, when required QoS modifications are made automatically. The QoS modification types are dependent on the QoS mechanisms in use and the control available over the application. In the case of RSVP a new reservation request can be issued and in the case of diffserv the marking/dropping can be modified (we assume marking at the device). If the QoS control component has extended control over the application (through some published application API) then it might be able to:

· pause data transfer;

· drop/add a layer in the case of layered media;

· switch to a more appropriate media encoding scheme (more or less bandwidth hungry).

For the user this means variable pricing is transparent. The user can also interact directly with the tool through a GUI to modify her spending hence QoS requests. We have also developed a similar tool, which is more appropriate for an enterprise customer as it aggregates a set of customer policies.

4. Security Aspects

Tariffs are signed to ensure that the customer can identify where tariffs originated from. We assume key distribution is through an initial off-line process (distribution CD). Although we have not implemented it yet, authentication and encryption of accounting reports is a requirement as well as the usual security needs of a payment protocol. We do not intend to invent a new payment protocol. Accounting is done on an auditing basis in the provider domain to be able to randomly sample accounting reports from customers.

5. Related work

There are a number of existing commercial solutions for Internet charging (e.g: Cisco Billing, HP Internet Smart Usage, XaCCT) that provide integrated distributed usage data gathering and billing solutions. But these solutions do not provide the key mechanisms that are required to manage network resources: real time accounting, real-time payments, dynamic pricing and automated end-user tools that can react in real time to accommodate the user requirements. Commercial companies are also started to spawn as bandwidth brokers (BandX, Arbinet Communications) but again their engineering solution is very network centric and is very much based on brokering network paths with a given QoS for a given length of time.

Some research work has provided some rudimentary (the dynamism or scalability are limited) dynamic pricing frameworks  (e.g: ACTS Susie project (AC320) [carle98], MarketNet (USAF funded) University of Columbia) but no solutions for scalable real time network usage accounting. Some other research work has provided some end user tools (QoteS BT Labs UK [tassel97], CRC University of Technology Sydney (IWQoS'99)) but these tools are not automated and require constant monitoring by the end-user. Frank Kelly from Cambridge University has proposed one way to notify congestion (by updating the ECN bit in IP packets) but this requires changes in the network protocol and enforces one charging model, based on congestion.

The Internet2 Bandwidth Broker Advisory Council, an outgrowth of the Internet2 QBone activities is looking at QoS brokering [neilson99] but is focussing much of its effort on the design and implementation of policy servers in the network. The IETF Resource Allocation Protocol (rap) working group is doing much the same. The IETF AAA working group up to now has very much focussed on defining an accounting protocol and data format, and is only starting to address issues like middleware and prices. A majority of papers in IWQoS'99 were oriented towards price managed QoS but no work presented a dynamic pricing framework or an integrated infrastructure including: real time accounting, dynamic pricing and automated end user tools.

6. Discussion

Current bandwidth policing products [orch], [iphigh], the IETF policy working group [stevens] and router vendors take a very different approach to policing. In their approach policing take place in the network, in the data path. Policies are defined through some management tools in the provider domain with some level of device abstraction. These policies need then to be centrally checked against conflicts and then deployed onto the managed network elements they relate to. Once deployed policies are then checked on a per-packet basis on access routers.

In contrast, in our approach the centralised, provider view of policies is removed:

· Final QoS rules are applied on the customer devices. In the case of diffserv for example,  marking takes place on the customer device;

· Network provider domain policies are expressed as tariffs

· Customers define their own policies in terms of behaviour response to the tariffs used by their network provider(s). A user policy example might be: "do not spend more than £5 a day and achieve minimum QoS x";

· Policy conflict between users are solved by using dynamic pricing;

· Reconciliation of user policies and provider policies is done through the user accepting a price. Transferring packets [bri99] means accepting a price for the customer and agreeing to deliver packets at a given QoS for the provider;

· Conflicts between the policies of a single user can be solved by some processing on her device or at her policy store point (in case of multiple devices);

· Policing is removed from access routers as packets leaving the customer premises are to be delivered with the appropriate QoS by contract. Only classifying and metering remain on the routers for policy purposes;

· All customer policing tools are local to the customer domain: processing and data;

· There is no central repository/enforcement of policies related to individual customers in the provider space;

· Policies only need to be related to classifying and metering mechanisms on access routers;

7. Further work

We have plans for a trial with real customers and real money to find out about customers' reactions to variable pricing and the use of a software agent to react on their behalf. We are also doing some more engineering and modelling work on the metering, payment, tariff dissemination and agent components of the architecture and charging for higher level services (such as video on demand).

8. Conclusions

This work shows that there is an alternative to over-provisioning (over-provisioning is an alternative to QoS control but is a predictive and slow process) by which bandwidth could be used more efficiently until re-provisioning takes place. This work also shows that usage based Internet charging might be feasible in a scalable and simple manner and that policing needs not be a centralised function in the network provider domain that requires complex conflict detection and per packet checks on the access routers.

Recommendations from this work include:

· the use of IP multicast for scalability when disseminating tariffs;

· the charging infrastructure must not assume any Internet charging models as they are yet unknown but it should serve to implement any;

· network providers should charge for the network service (bit shifting and QoS control) and not application layer sessions that are unknown to the network;

· the use of middleware to simplify application development by taking care of QoS control and policing through charging for example;

· de-centralised dynamic pricing to manage network resources efficiently and in a scalable manner.
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