Internet—Fairer is Faster
More considerate Internet usage would be faster
By Bob Briscoe

The Internet is founded on a simple insight: astiaommunications channel is more efficient than a
dedicated one that sits idle much of the time. Wage neighbourhood links on broadband networksn e
share again—the mesh of links in national netwarks the backbone cables criss-crossing the gldie'sT
why you'll rarely get 2Mbps from an Internet liréddsas "up to 2Mbps". Even a 40Gbps backbone azdiié
give more than 1Mbps each if you share it equalti w0,000 others—however big your access line, Bugn
though you don't get your full 2Mbps, the grean¢habout the Internet is you geshare of everything. You and
a thousand million computers and devices can sirar®f the equipment in the whole public Interiadit,
without asking.

But how big a share do you get? The classic shalopgrithm is the transmission control protocog th
sister to the Internet protocol. They are ofterkemoof together as “TCP/IP"—the controller and émgjine of
the Internet. Once data flows fill any link to cajig, TCP will try to share the bit rate equally.

This seems fair enough. It served the Internet ingle early days—indeed, it has become the
definition of Internet fairness. However, unforttelg, it merely gives an illusion of fairness. Yoan keep to
TCP's rule, but still get as big a share as youtwayou keep coming back for more, you keep getequal
shares with someone who only uses capacity spgriAgid you get multiple shares if you run multiplata
flows at once.

It's as if scientists working on a food rationingseem have convinced themselves that it will beifai
they make all the ration boxes the same size pees/e of how many boxes each person takes ateadr how
often each comes back for more.

On top of this first delusion, there's a secondPTdesn't control the sharing anyway, at least not
where sharing matters most. Network operators @eiifCP to share out the capacity of the most catad
parts of the Internet— the shared neighbourhoddlin

- The tensions between the two approaches aregeidne Internet apart

- A new approach can force everyone to be condielénaeveryone else

- Paradoxically, everyone will get much more outhaf Internet, just by sharing it out more
considerately

You might be shockedo discover that, by design, your share of the ci#paf any transmission line
in the Internet is determined by how polite youitware chooses to be. Within your own computersrafing
system, whether Windows, MacOS or Linux, there'® BGftware that politely limits the share of theinet it
uses. And most programs you run choose to use @ @Ecess the Internet, even though they don't trave
Currently, about 90% of the Terabytes on the Irdeat any one time are under the control of TC8&sntary
politeness.

The Internet was designed so that network operatay®d no mediating role in the conflicting
demands of the thousand million personal computeohile devices and servers on the Internet. Yait geems
to work; an amazing global outpouring of self-dérike the “after you” protocol we use when peopfgproach
a door at the same time—nbut billions of after-yeash day, between complete strangers, fierce ciasetand
even mortal enemies.

This bravely naive way to control congestion wamofted comparatively late in the Internet’'s 38ay
history. By Oct 1986 the Internet started to suffeseries of “congestion collapses.” Traffic ovartiae available
capacity. The network software of the day contintgetty to retransmit, causing everyone’s useftbtighput to
plummet for hours on end.

There were many attempts to solve the problem loyifisation in router queues, but by mid-1987,
Van Jacobson, then a researcher at Lawrence Bgrkeboratory, had coded a set of elegant distribute
algorithms in a patch to TCP.

Jacobson’s congestion control accorded well withtéxtbook design principle of the Internet. All
traffic control is consigned to the computers ambthe edges of the Internet (using TCP), while oew
equipment only routes and forwards packets of fiagimg IP). System administrators quickly addedbBaon’s
patch to the thirty thousand or so computers thastituted the Internet at that time. It solved pheblem
because it was more polite than the overly aggresside it replaced. No-one sneakily held on tdr thid
aggressive version to exploit everyone else’s nreumd self-denial, because the patch did such amigking
job of improving TCP's general performance as well.

And still today, almost every Internet applicatiwiil delegate all its traffic control functions the
TCP code in the operating system. So at any morhéiions of instances of Jacobson’s congestiortrobn
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algorithms are interacting to determine the bi¢ raé each get as our bits squeeze through onereti or
another as they traverse the gigantic mesh of linksforms the Internet.

TCP works by constantly increasing its rate urtihe link along the way can’t handle the data flow,
and has to discard some packets. The sending cenipedrs about the resulting gap in the data stfeamthe
receiver and politely halves its rate as it retnaits the missing data. The constant increase thetinues from
this new low Figure 1). All told, every TCP algorithm continually altehew Internet capacity is shared, by
making perhaps ten to a hundred rate
adjustments every second—multiplied a
billion-fold around the Internet.

A massively distributed algorithm
that has survived two decades of Internet
growth despite relying on self-denial has a
entrancing allure, particularly to academicsg
Jacobson’s paper on TCP’s congestion
avoidance is the fifth most cited in all of
computer science. Some 5000 other paper
have discussed fair resource allocation in
relation to TCP.

The combination of academic
endorsement and near-universal usage ha
gradually elevated TCP’s way of sharing
capacity to the moral high ground. Indeed,
has altered the very language network
engineers use.

From the beginning, equal rates
were not just “equal,” they were “fair.” And
in recent years the cosy-sounding concept e FAIRNESES) LINE
“TCP friendliness” has been coined as a +——+ TRAJECTORY OF RODITIVE/MULTIPLICATIVE

goal for the growing range of new _ ) L
congestion control algorithms designed to | Figure 1 Dah Ming Chiu's original Apr 1987
extend the Internet to meet modern viewgraph proposing how TCP could seek out the swee

requirements, such as smoother rate spot in the middle that the zig-zag trace is conveing
variation for streaming media or faster star| towards, where the two users get shares that are o
up for high speed links. By definition, a fair' and efficient.

TCP-friendly algorithm takes about the
same share of bit-rate as TCP would, even thougiigiht exhibit very different dynamics. Nowadaysa new
algorithm isn't TCP-friendly, it is considered sespand will not get through the Internet standamgess.

USER 2°S5 RALLOCATION

USER 1°S ALLOCATION

Sadly, an equal bit-ratefor each data flow is likely to be extremeiyfair, by any realistic definition
of fairness. The problem is that the real world fvas extra degrees of freedom beyond those recediiis
TCP'’s fair-sharing rule. So everyone can comphhulite letter of TCP’s rule, but still just take hewer much
they want.

TCP’s first overlooked dimension is the passaginod itself. As in the food rationing analogy eerli

fair allocations depend on ho
often an individual keeps Irate time
coming back for more. So data flow
judging fairness at each activity
moment in isolation from all 80 users of
previous moments leads to g%g‘gteisi@pps
problems.

Consider a typical 10Mbps
network situation: a shared 20 usetrts 0(‘; g
neighbourhood of 100 capacity 2880/5 Qcﬁvit"’;pp
broadband customers of an 2Mbps access each
Internet service provider. Each
has a 2 megabit-per-second
access line connected to a Figure 2 TCP's First Missing Dimension: Activity ower time.
single, shared 10 Mb/s The TCP algorithms of all 100 users take shares dfie ISP's 10Mbps
regional link Figure 2. The link. But those active at any one moment take equahtes, regardless
provider can get away with of how active each user is.
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such a small shared link

because most of the customer Irate time

(say 80 of the 100) don't use it data flow 80 users of

continuously, even over the activity attended apps

peak period. They might think 5% activity

they are busily clicking at their 20 users of

browsers all the time and unattended apps

getting new messages, but thig 10Mbps i\%osﬁ’ activity

only .translates into download shared 25y more flows each

activity for perhaps 5 percent capacity

of the time each. However, the 2Mbps access each

other twenty are heavy users,

who download continuously,

perhaps using file-sharing Figure 3 TCP's Second Missing Dimension: Number dfstances of

programmes that run the TCP Algorithm.

unattended. The TCP algorithms of all 100 users take shares dfie ISP's 10Mbps
In other words, atany | |ink. But an application developer can take 25 time more shares by

one moment, data is flowing tq jyst running the TCP algorithm 25 times in parallel.

about 24 users—all 20 heavy

users, and 4 of the 80 light Compounded with 20 times higher activity over timethe unattended

ones. TCP gives 20 shares of | apps shown use the shared link with 500 (=20x25)1tes greater

the bottleneck capacity to the | intensity.

heavy users and only 4 to the

light users. But, at the next moment, the 4 ligggrs will have stepped aside and another 4 widl taler their
shares. However, the 20 heavy users will stillHerd to claim their next 20 shares. That's notttathe 80 light
users.

That's not all. TCP overlooks a second degreeedfdom: a programmer only has to run the TCP
algorithm multiple times in parallel to get mulgpsharesKigure 3, much like a food rationing system that
allows duplicate ration coupons. One capacity stsat@ken by eacinstance of the TCP algorithm. The
potential for software applications to play this@ed trick has always been recognised by Interiehtsts and
engineers. For example, the early Web browsersezpyur TCP data flows in parallel.

Indeed, it would have been remarkable if softwarérot evolved to exploit this degree of freedom
further. Nor did it take long. Parallel incremendalwnloading (or “swarming”) first appeared on th&rnet in
1999. By 2001 it had become routine, built into pinetocols like BitTorrent that are used by manyaafay’'s
peer-to-peer file-sharing applications. Each pesvrdoads chunks of a file from a number of othegrpe
usually while they in turn are still downloadindet chunks from still other peers.

The networking community didn't see this as a aingention of the TCP-friendliness rule. After all,
each transfer between peers used TCP, so eacfiadat@orrectly” got one share of any bottleneck it
encountered. But using parallel connections to iplelimachines was a new degree of freedom that'thexkn
been thought of when the rules were written.

In Edwin A Abbott’s classic 1884 novel “Flatland:Rromance of Many Dimensions” the narrator, A
Square, dreams of convincing the monarch of Lirgtkhat a second dimension exists. TCP-land suffers a
similar affliction — it is two dimensions short a¢ilve to the world the rest of us inhabit. It oeel#s how much
of the time TCP is running and how many other insés of the TCP algorithm a user has running asdinee
time.

In Flatland, A Square is overawed by Sphere, wieonseable to remove shapes from Flatland at will
and later teleport them into far-off places. Simylain TCP-land, the continuing prevalence of TIGBks like
an amazing global outpouring of self-denial. Buthvthe aid of two extra dimensions we see the rdamal
reality—endemic exploitation of the overlooked dimamns.

Let’s look again at the haples880 broadband customers who are truly active orggrgent of the time.
Were all 100 customers doing nothing more than Welwsing and e-mail, they would each get nearlyftiie
benefit of their 2 Mb/s connection—5 customers e would just squeeze into the 10Mb/s shardd But if
20 of these users started continuous downloadieg] CP algorithm would send everyone else’s bé-rat
plummeting—from a robust 2 Mb/s to an anaemic 2B8+khwvorse than dial-up!

One solution is to throw capacity at this problenpgtade the 10 Mb/s pipe that everyone is sharing.
And many Internet providers do just that. But lif® throwing water up hill.

Imagine two competing Internet service providemthlwith this same mix of heavy and light users.
One quadruples its capacity, the other doesn’t.drfeewho upgrades increases its monthly fees terdbe cost
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of leasing four times more shared capacity. But BGlPshares out the capacity in the same wayhedight
users who used to have a measly 20 kb/s share aosvdhmeasly 80 kb/s—still barely better than giklu

But these numbers can'’t be right. Service provissld have stopped investing in capacity if thesw
true, and they have not. Certainly the numbers'teegact and it's a hugely oversimplified model.tBactually
the mix of demand is in the same ball-park as &&ypnternet scenario. So what's going on? Coritigu
investment is partly explained by government subsiccommon in the Far East, and partly by weak
competition, common in the United States. But ewethe competitive Internet markets of Europe, stagent
continues. The explanation is that network opesategrride the shares of capacity that TCP would give. Where
the problem is worst, on the shared links at therouost edges of the Internet, they limit eachamst's share
using a “fair queuing” scheduler. And some ISPsdmgloying boxes that throttle heavier usage ak pesiods
by discarding any packets that exceed a certagn rat

The appeal of TCP’s universal sharing algorithradgially a double delusion. First, it's is not adty
sharing out capacity well because it overlooks tl@grees of freedom. And second, TCP is not actbeliyg
allowed to determine capacity shares anyway, exaephe links further into the Internet where themnough
excess capacity for it not to matter how TCP shires

So although the Internet seems to be working faiyl superficially, it's only because providergar
masking the flawed capacity-sharing of TCP. Theyhaving to unnecessarily over-provide costly capand
they are imposing scheduling and throttling.

Ironically, there’s a far better solution than throttling anyway. It would allow light browsj to be
blisteringly fast as if on a campus LAN, but harghplong heavy downloads at all.

The solution comes in two parts. The first paddspletely counter-intuitive to those who have alsva
believed fairness means equal flow rates. It takeliple instances of TCP as the norm. It even mmakeasier
for programmers to use multiple instances of TGPsuUpplying a new “weighted TCP.” When a programmer
starts this new TCP to transfer some data, theybwihble to say “behave like 12 TCPs” or “behake 0.25 of
a TCP,” by setting a new ‘weight’ parameter. Thehenever your data comes up against others atigng get
through the same bottleneck, you'll get twelve sbaor a quarter of a share.

The second part of the solution gives everyone geadon to use the weights sparingly. But firdtsle
check how this scheme ensures the blisteringlytfestsing rates | just promised.

The key is to set the weights high for the ligrages and low for the heavy. So when they’re competin
the light data flows can go much faster. A liglawlfinishes much sooner, so once it’s out of thg,weavy
flows can expand to a higher bit rate sooner thharavise Figure 4. So the heavy flows see no less capacity
on average.

The weighting scheme uses the same widely use@gyras the restaurant manager who says, “Get the
individual orders out right away, before coming lbotx help with this large business dinner.”

However,
today’s Internet has ] [
the balance of the /
weights the other way base case:

' ) weighted TCP sharing |
effgctlvely set their / : unchanaed light
We'ghts h'gh’. by 7 . i slower/. faster | Usage
opening multiple
instances of TCP, time throttling heavy usage |‘
That brings us to the
second part of the
problem — how can
we encourage

round — heavy , TCP sharing

downloads have bit-rate

while the weights of —
light usage are lower.

everyone to flip the Figure 4 Throttling makes light usage a little fastr by slowing down heavy
weights round the users. Whereas weighted TCP sharing allows light age to go much faster
other way? without hardly affecting heavy users.

This is one

of those problems like global warming, where eves/bappily pursues what's best for them — leavigigt$ on
and driving a big car — despite the effect on evreyelse — the build-up of greenhouse gases. Ontégmmet,
it's not the volume of gigabytes you download -t th@esn’t matter if there’s no congestion. Whatteratis the
volume you download when everyone else wants teedls Or, more precisely, the volume you download
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weighted by the prevailing percentage level of &stign when you do. This is called your congestiolnme,
measured in bytes. It's the GOf the Internet.

As with CQ, the way to cut back is to set up limits. There those who believe everyone should be
free to use the Internet without any restrictiomlatQuite probably, when you started reading ént&le you
were one of them. But a problem arises when tle&idiom collides with the freedom of others to ugeltiternet.
That's exactly what congestion represents.

Imagine a world where some Internet service pragidéfer a deal, still for a flat price, but with a
monthly congestion volume allowance. Note that igné a download allotment. In this scheme, yon ca
download as much as ever. If you wanted to downtead/ideos continuously, as long as your peereier-p
software used the new TCP with the weight set iaw, wouldn’t bust your allowance. Your video dowanis
would draw right back during the brief moments wir@ermittent flows came along with higher weigtBsit in
the end, your video downloads would hardly finisly &ater.

On the other hand, your Web browser would set thigihts high for all the little intermittent pagesuwy
browsed. It would be able to afford all these istebut brief flurries without using up much of yaliowance.

Of course, we wouldn't all have to have the san@ance — server farms or heavy users could buy
bigger congestion quotas, and light users couldrdetnet access with a tiny congestion allowanber-a lower
flat fee than today’s one-size-fits-all rates.

If congestion limits are so perfectwhy don'’t Internet service providers use themaihs out they
can’t limit congestion because it's hidden frormthés we’ve said, Internet congestion was intenaeoke
detected and dealt with solely by the computetheatdge. So your computer sees all the congestitnaffic
encounters across the Internet, but each proviokesrdt—network equipment only sees its local cotiges

ISPs can easily see the bare volume a customesferareven though they can't ¥eagestion volume.
So some limit the volume, in gigabytes, that eagtamer can transfer in a month, or during pealogsr As
we’ve seen, that's neither necessary nor suffidiesblve the sharing problem. They don’t needntit volume
in the moments when other computers aren't fillnignk to capacity.

Imagine networks can see congestion, so they oahiti And they can see congestion ahead in other
networks, so they can reroute your data roundritd Whenever a network can’t reduce congestion ahgad
rerouting, it knows that continued congestion repngs real demand for more capacity—after alltridic
causing it must come from people willing to drawwatheir congestion allowances.

Those networks in most demand can levy a penalinagthe neighbouring networks who dump
congestion into them—once they can see it. Theyspand the cash raised on capacity upgrades toaadiehe
congestion. True, their income from penalty changidisdrop, but they can raise their capacity cledf they
don't upgrade, but a competing network does, thétyogse the business altogether to the competietgvark.
Back in the mid-1990s this competitive process @gdained by Hal Varian, now Chief Economist at Gleo
It turns congestion into a commodity with the sariee as the cost of the capacity needed to atievtia

David Clark, a founding father of the Internet, ediamously said, "We figured out how to route bits,
but we never figured out how to route money." Noavkmow why—we never figured out which bits routetbi
congestion. Once your computer has to use up \mwance to send bits into congestion, those kitstell
network operators exactly where customers want roapacity and carry just enough cash to buy it.

Even better, you won't have to suffer the impairtr&fractual congestion, because we will be able to
use the most recent change to the Internet pratatath signalspproaching congestion.

And you won't have to pay more—just as some of yitatrfee today goes towards capacity upgrades,
the cash flowing to the most congested links balldrawn from the same flat fee. But the existaice
congestion limits will be enough to make softwaegelopers use your weighted TCP judiciously.

So what's the trick that reveals congestion so that limits can beregft? And what changes would
have to be made to the Internet? My team call ew scheme “re-feedback.” Here’s how it works.

Recall that today, congestion anywhere acrossrteeret is detected by the receiving computer which
returns feedback to the sending computer. So tbdydee any congestion, but the networks betwesm ttan't
rely on this feedback being honest, or even visibleder re-feedback, the sending computer has-itwset the
congestion feedback it gets from the receiver hatckthe forward data flow, so on average packayshew
much congestion can be expected up ahead.

But why would the sender reveal information thairs against its own limit? The deal with re-
feedback is that any network equipment can dispaaokets if the information about expected congasto
persistentlyfess than the actual congestion encountered on the Bathf the sender under-declares, packets
won't get through.

We managed to arrange re-feedback so existing mketeguipment wouldn't have to be changed,
except of course the boundary equipment enfordiadimits. But in order to reveal congestion testhi
equipment, we have to tweak the Internet protdselfi—the “IP” part of “TCP/IP. There was no waund
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this, given the problem is embedded deep withirbdc design assumptions of the Internet. Theoeéslast
unused bit in the header that IP attaches to guacket of data, and that one bit is all we need2®35, we had
documented all the technical details in a proptstthe IETF—the Internet standards body.

At this point, the story gets personal. From previous experiehgetting IP changed, | now set aside
the next seven years in my diary. However, | kneanging IP was only half the battle. | was propgsirtwo-
part change: i) re-feedback in IP and ii) weight€P on the end systems. | had set myself the thsk o
challenging TCP-friendliness—equality of flow ratewhich, for my audience, was the very definitiorfaif
sharing on the Internet.

The change to IP had to be first; otherwise evesywauld just set their weighted TCPs to the
maximum. So | decided to conveniently omit any nmmof weighted TCP. Instead | bigged up some other
motivations for adding re-feedback to IP. | eveovgbd how re-feedback could enforgial flow rates—
pandering to my audience's faith while denying mymno

But by skirting round the TCP-friendliness probldrjyst boxed myself into a corner. | looked likety
another mad researcher pushing a solution withgubhlem.

After a year of banging my head against a walhatlETF, my anger exploded. | wrote a polemic
dismantling the religious dogma that asserted effpalrates were “fair.” Fortunately my colleagugst me to
tone it down before posting to the IETF, sufficlgrat least to be invited to present it at a plgreassion in San
Diego late in 2006. The next day, a non-bindingwtpoll of the large audience showed widespreadbidabout
using TCP-friendliness as a definition of fairnésSkvyn Davies of the Internet Architecture Boardadied me
saying, “you have identified a real piece of myapishe IETF.” Finally the delusions that governshmuch
Internet capacity you get were starting to erode.

I was hardly the first to dispel these myths. 1972 %rof Frank Kelly of the University of Cambridge
used awe-inspiringly elegant and concise mathsdeepthe same weighted sharing would maximisedtad t
value derived from the whole Internet.

To create the right incentives to flip the weights,used a simple and elegant scheme; but thexgin |
the problem. Without re-feedback, congestion caully been seen where theceiving computer attached to the
Internet. So Kelly's incentive mechanism reliedccbarging consumers a dynamically varying priceréaeiving
packets that had caused congestion, rather thiamireg congestion at source. Everyone balked agestion
charging, believing it would be too unpredictalde lihternet consumers to swallow.

In the ensuing years, Kelly went on to serve ag{C8cientific Advisor to the UK Department for
Transport just after the London congestion charge introduced—an equally emotive subject. At thaestime
as Kelly was limiting congestion on Britain's roads/ team was designing re-feedback to limit cotigpon
the Internet, building around his earlier idead,with flat feesnot dynamic pricing.

Back in the late '90s, the pricing scheme Kelly peaposed seemed to blind the Internet community to
all the other insights in his work—particularly thessage that equalising flow rates was not aatdeigoal.
TCP’s magic sauce had somehow made the Internetiirarto economics. Everyone, rich and psesmed to
be treated equally. Allowing economics in to ugbét innocent world was too risky to even contertgtait
might also upset everyone’s voluntary use of TGP dnly protection against the ever-present daofygiobal
congestion collapse.

Only a small minority of researchers had alloweshtkelves to realise that the Internet sharing prabl
had little to do with equalising data rates. Jgdliraiting global warming has little to do with tilspeed your car
goes, unless you also take account of how longdyive at that speed. Even if we wanted equalityPTC
wouldn’t achieve it by equalizing packet data rabecause data rates arewreng metric to equalize. The
correct metric is congestion volume—the Gthe Internet.

My unenviable role now is to be the dripping tafhe one who repeatedly demands vigilance against
the ways of the old religion. But the next immeditask is to build support for a standards worljrmup at the
IETF to reveal the missing congestion informatinrhe Internet. The chosen mechanism may be rdséeid
but | won't be fussed if something better emerges.
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FURTHER INFORMATION

Further papers on Internet fairness and on theedkack solution can be found at
<http://www.cs.ucl.ac.uk/staff/bbriscoe/projectisfe
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