=

REDUCING INTERNET TRANSPORT LATENCY

Reducing Internet Latency: a survey

of techniques and their merits

Bob Briscoe, Anna Brunstrom, Andreas
Petlund, David Hayes, David Ros, Ing-Jyh
Tsang, Stein Gjessing, Gorry Fairhurst,
Carsten Griwodz, Michael Welz|



summary

industry roadmap of techniques
gain vs pain
— |latency reduction against deployability

“A Survey of Latency Reducing Techniques and their Merits”
— 322 references
— available via http://riteproject.eu/publications/

evolved from BT roadmap work, but repurposed
— a company tries to prioritise the quick wins
— an industry also needs to identify hard problems being avoided


http://riteproject.eu/publications/
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\ Flow and circuit scheduling § IV-F1
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|\ Reducing MAC buffering § IV-F2
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\ — Traffic shaping and policing § IV-F5

T~ Queue management § IV-F&
Transport-based quewe control §IV-F7

\ Insufficient capacity § V-A Leveraging multiple links / interfaces §V-Al

| _ . Redundant information §V-B

\ ,_,,f”f
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Techniques for reducing latency organized by sources of delay.
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