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Abstract

Guaranteed QoS Synthesis (GQS) is a distributedsumement-based admission control
scheme. It is designed as a simple and scalableagpto providing strong service guarantees
using bulk packet congestion marking across a reteork region. We describe the operation
and performance of GQS, with particular referercég use for fair resource-sharing between
guaranteed traffic and a rate-responsive non-gteedrclass. This analysis includes a detailed
simulation study which fully represents the intéi@ts between events at packet and session
timescales. Results confirm that GQS provides gtrgmarantees under normal conditions, is
robust to different traffic configurations, and dég recovers from network failure events.

1. I ntroduction

The Internet carries traffic of many different kindbut we can make a broad distinction betweendlihat
are responsive and flows that are not. Responkivwesfare able to vary their rates in response hoeso
indication of congestion such as dropped packeexplicit congestion notification (ECN) marking. &u
flows might include web browsing and file transfeasd would typically use TCP’s rate control pratoc
Other types of traffic, such as interactive oratneng speech or video, may be unresponsive or Veye
limited ability to change their rate. Users may lvdelsire a service that offers strong quality-afvgee
guarantees (limits on packet delay and packet gropability) for these types of traffic. In orderprovide
such a service, differentiated from other traffipds, ideally we would like the network to applyrasksion
control at the session level, but without losing simplicity of a packet network.

The traditional approach to admission control isge explicit capacity reservation. Each routea(or
bandwidth manager on behalf of a set of routerep&érack of all flows in progress and hence knows
whether there is sufficient spare capacity to acaepew flow request. This approach is unscalabtabse
of the need to maintain full flow state throughthg network. More recently there has been inteénetste
possibility of distributed measurement-based admiissontrol, whereby admission decisions are mae o
the basis of a current measurement of load or atioge[1], but across the required network pati3[2}].

Setting aside for now the technical problem of lmate control and admission control are achieveztgetis
an economic problem of how, in principle, netwogkaurces should be allocated between flows of all
different kinds. This is an issue of fairness, vahiconomists would interpret as maximising sociglfave.
Kelly et al [S] have shown that a TCP-like rate ttohresponding to congestion indication achievesta
allocation (‘proportional fairness’) that is sotyabptimal for responsive flows.

By interpreting congestion marks as prices thig@ggh can be applied more generally to incentivise
appropriate rate-sharing between flows of all kir&isplications that are not responsive can sentdero
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packets to determine whether the current congeptior is lower than their ‘willingness-to-pay’ uh
pushing the problem of admission control out todtige of the network [2].

The European collaborative project M3l [6] examinadous approaches to market-based pricing and
resource control, including congestion pricing. @obeme to emerge from the project was the cordept
network region surrounded by gateway routers wpaftiorm admission control to that region on thadas
of measurements of congestion across the regidj.[This has subsequently been developed withima8T
Guaranteed QoS Synthesis (GQS) [9]. The GQS schédfees from previous measurement-based
admission control schemes through its combinatfaheofollowing key factors:

It operates within a defined region of the netwibvt is fully protected by admission control atkairder
routers, and it is designed to interwork with otadmission control schemes so as to provide ermaftio-
service guarantees.

It uses explicit congestion notification (ECN) asiaans to signal congestion to the boundarieseofeion.
It ensures ‘pre-congestion notification’ througke tise of a virtual queue for early congestion nmayki

Uniquely, it enables fair resource sharing betwggaranteed and responsive traffic classes in alnatys
adaptive to their relative demands.

Ming, Hoang and Simmonds [10] have also propossthame for fair admission control by edge routers.
However this scheme uses a more complex intergadling mechanism (using a ‘Resource Discovery
Protocal’), and the fairness is defined by fixedr&ls of the capacity rather than being adaptivelative
demand.

In this paper we examine the performance of the @@8ission control scheme with particular refereiace
the way in which network resource is shared betvgeemanteed and non-guaranteed traffic. In Se&ive
discuss the concept of ‘fair’ resource-sharing leetvguaranteed and responsive traffic. Sectionesgin
overview of GQS, and Section 4 presents some dfithelation work. In Section 5 we describe a baimithvi
protection mechanism which can prevent starvatfaitber traffic class. Section 6 describes how GQS
would be configured to cope with variable bit-re¢gervations. Sections 7 and 8 present furtherlolewvent
of the GQS approach, and conclusions.

Note that we refer variously to guaranteed and guoeranteed traffic, non-responsive and responeaffict
and reservation and non-reservation traffic. Withia scenario considered in this paper these lkre al
references to the same two traffic classes.

2. Resour ce-sharing for guaranteed and responsive traffic

Responsive and non-responsive applications cahdmacterised by notional utility functions represem
the benefit gained as a function of data rate (f€idy. This utility can be expressed as a ‘williags-to-
pay’. This suggests that if congestion marks aterjimeted as congestion charges then network reseoan
be shared fairly between these two kinds of trdfficubjecting non-responsive demands to admission
control on the basis of a fixed threshold appledasured congestion marking rate. This conceggnias
the GQS system of measurement-based admissiorokalgscribed in Section 3.

Now in the current Internet environment, responsipglications do not actually have an incentiveetiuce
their rates in response to congestion marking. it be achieved through congestion pricinghoough
policing (see [11] for a possible policing mechamjisin any case we assume that there is a class of
responsive traffic (which we call ‘non-guaranteasich may be distinct from the lowest-priority $ie
effort’ traffic. This class should share resouritea fair way with rate-guaranteed connectionsaifin the
sense that packets in non-guaranteed flows hanah @ut non-zero) value relative to the per-paciedue
of guaranteed flows.
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Figurel Utility (willingness-to-pay) of responsive andmoesponsive applications

This approach has several advantages. Comparbd siniple approach of segregated capacity it iemor
fair, efficient and robust. It provides a fairevdd of service to non-guaranteed (responsive)itraiiecause
admission of guaranteed flows is constrained mngtnon-guaranteed demand — even though that demand
is responsive. It is more efficient under varyirgffic mix because it does not require capacitigg¢o

explicitly allocated for each class — there isexifhle resource allocation boundary between thesela

which adapts to relative demand. It should alsmbee robust to network failures that necessitaigimg
changes — the resource allocation boundary witraatically adapt to new load conditions.

We recognise that this approach to fair resoudceation may not be acceptable to network operatoad
circumstances. In particular, if non-guaranteeffitras not subjected to an adequate level of usageging
then there is the possibility that excessive noarguoteed traffic load can cause denial-of-senace t
guaranteed traffic (through admission control).sT¢an be countered by ensuring the availability of
minimum guaranteed levels of bandwidth to eacHitrafass, as discussed in Section 5.

3. Guaranteed QoS Synthesis

The key concept of Guaranteed QoS Synthesis (G£x8ai an admission-controlled guaranteed sersice i
‘synthesised’ from congestion measurement acrassearegion of the network, when the routers withis
region are not flow-aware and simply do bulk padatgestion marking. This GQS region may cross
several operator domains — the important requir¢msehat all routers on the border of the regioheaes
GQS gateways performing admission control to tiggre Figure 2 shows a GQS region.

D

Admission control
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Figure2 A GQS region Core router
The GQS gateway and core routers have the follofingtions:

Core routers use priority queueing to give precedéa guaranteed packets over non-guaranteed packet
They also do explicit congestion notification (EQNarking in order to give early warning of appraach
congestion. Queueing and marking algorithms areries] below.

» Gateway routers have both ingress and egress dmsatvith respect to the GQS region. The egress
function is to monitor the proportion of guarantéedfic that is congestion-marked, separatelye@ach
ingress-egress path, and to signal this informabdhe appropriate ingress router. The ingresstiom
is to perform admission control for new guarante@anection requests by comparing the measured
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congestion with a fixed threshold. The ingress fiemcalso includes queueing and marking as for core
routers.

Note that guaranteed packets only carry ECN maittimthe GQS region — they are removed by thesgre
gateway. GQS is designed to interwork with endftd-protocols for reservation, such as RSVP and SIP.
Only the gateway routers need to communicate \Wigse¢ protocols. Note also that a GQS region can
encompass more than one operator domain. Seer[8]ftdler discussion of GQS.

Core router queueing and marking functions

By using priority queueing within core routers, tB®S region can be configured so that guaranteekea
have negligible queueing delay, and there is venypacket drop probability (for either class) exaapder
failure conditions. Where guaranteed and non-gteeahnpackets share the same physical queue inex ibu
is also possible to use a packet pre-emption mésamhereby guaranteed packets can always havesacce
to the full queueing space by pre-empting waiting-guaranteed packets — this further reduces the
likelihood of guaranteed packet drops.

Various possible ECN marking algorithms can be useaxbre routers, and two of these are illustrated
Figure 3. Both of these use a virtual queue, whichcounter (equivalent to a leaky token buckétdse

size is used to determine the probability thatrainiag packet is marked. The virtual queue outae is
slightly less than the configured route capacitydh amountleltain Figure 3) in order to ensure that ECN
marking precedes any possibility of dropped packets

In the simple algorithm of Figure 3(a), all packeasise the virtual queue to be incremented, arEhaKets
are marked probabilistically according to a REDetgbgorithm depending on the size of the virtuadug
(graph on right of Figure 3(a)). Hence flows froothbtraffic classes are marked with equal probihili

Figure 3(b) illustrates a more sophisticated atbariwhich provides for differentiated marking of
reservation and non-reservation packets. This égfgohas the following differences from Figure 3(a)

Non-reservation packets are not fed into the irquaue, but are marked according to the sizeehtin-
reservation packet queue. This is because latsmaynisidered less critical for this class so itdsnecessary
to keep the real queue short by using a virtualigue

The marking of non-reservation packets does nctmpn the size of the virtual queue. This is bseau
non-reservation packets do not affect reservatamket performance (because of the priority que)esay
their marking probability need not reflect the n@nbf reservation packets in the virtual queue.

Reservation packets are marked according to theo$uine virtual queue and the non-reservation packe
queue.

GQS performance issues

We have used a combination of analysis and sinauatudies to evaluate GQS performance. The foligwi
factors are of particular interest:

Does GQS provide, under normal conditions, a spligrantee of low delay and no packet drop for
reservation traffic?

What utilisation can be achieved consistent with gluarantee?
* Under what conditions (high load, failures) migheé guaranteed performance fail?

How is bandwidth shared between reservation anere@servation traffic under different patterns datiee
demand?
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How robust are GQS parameter settings — do they toeeary with different network and traffic
configurations?

Non-
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Figure3 GQS core router congestion marking algorithms

4, GQS simulation study

The ns-2 Network Simulator [12] was used to devagmmulation model of the topology illustrated in
Figure 4. This comprises a single ingress-egretssthbeough a GQS region, with up to two core rogitan
the path. The core and gateway routers operat® @t system as described above, including the ECN
marking algorithm shown in Figure 3(a). Traffic the ingress-egress path comprises responsive dod's
guaranteed flows. The core network links have dapaither 100Mbit/s or 1Gbit/s. A fixed number of
responsive (ECN-responsive TCP) flows are modelleBTP sessions that last throughout the simulation
(constantly bandwidth greedy). Short duration wkb-tesponsive flows and long-range dependencma@ris
from a superposition of such flows were not modklfduaranteed flows arrive in a Poisson processnfa
a mix of bandwidth demands ranging from 64kbit/§1@kbit/s, at constant bit-rate (see, for exaniilg],
which found that the Poisson process is a good hiodaser-generated session arrivals). The ‘chadfc’
on each link is modelled as background packet loatas separate flows.

Background traffi

Ingress gatews GQS region gress gatew:

Figure4 Simulated network topology
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A significant problem for the simulation design vtas wide range of event timescales. On a 1Gliitksthe
time interval between packet arrival and deparéwents is of the order of a microsecond. The tilesor
TCP rate reaction is of the order of 30 — 200 s@ltionds, dependent on round-trip time. The timedoal
arrivals and durations of guaranteed flows is mldtseconds. It was considered necessary to enssrafia
of these event timescales in a single simulatiodehm order to capture their interaction. This miehat
runs would be very long — a typical simulation nfr20 to 30 minutes of simulated time would require
generation of many millions of packets.

Typical results traces from high-load run

Figure 5 shows results from a typical high-loadwgation run. In this example the ingress-egresh pat
traverses two core network links (and one coreemueach link having capacity 100Mbit/s. The total
demand at each link (guaranteed and non-guaratrggféid) is substantially more than 100Mbit/s. The
admission control threshold is set at a markindpabdity of 0.15. In this scenario the non-guaradtéaffic
throughput is reduced (through rate-adaptationpfaonormal 23Mbit/s to an average 0.5Mbit/s. The
remaining traffic load on each link (backgroundftegplus end-to-end guaranteed traffic) is coriged
(through admission control) to 98.5Mbit/s. There ao packet drops.

Throughput under overload

Table 1 shows some average statistics for a camafiigin using 1Gbit/s links, at three different |qaaints.
At normal load (96.8% utilisation) there is nedtilgi ECN marking. At high load, responsive traffic
throughput is reduced in response to ECN markingbo-responsive traffic is unaffected. At verythig
load, responsive traffic throughput is severelyueEti and non-responsive throughput is reduced by
admission control. In each case there were no pacéps, and core network queueing delay was nibigig
(less than 0.2ms) for both traffic classes.

Robustness

A series of experiments was made to test the robastof GQS to varying traffic scenarios. Throughbis
series the GQS parameters were fixed as follows:

admission control threshold was 0.15,

virtual queue output rate was 0.99 of the link citpa

the minimum and maximum thresholds on the virtwsdue size for RED-style marking were 0.2 and 0.8 of
the actual outgoing buffer size.

The following variations were made in the scenario:

Link capacity: 100Mbit/s, 1Gbit/s

Guaranteed traffic (% of total traffic demand orlelink): 30%, 50%, 70%
Ingress-egress traffic (% of total traffic on ediok): 20%, 50%

Core links having equal or differing loads
Number of core links between ingress and egress: 2,

In all cases results were essentially similar tbl@4d.
Summary of conclusions from simulations
The following overall conclusions were found frone tsimulation results:

* Under all ‘normal’ (non-failure) conditions GQS ensd excellent QoS for admitted guaranteed
connections, with no packet drop and negligibleugireg delay.

* Itis possible to run at very high throughput (98#4ine rate) with no packet loss. Non-guaranteed
traffic is protected from packet loss by rate-adaph in response to ECN marking.
6
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Figure5 Traces from high-load simulation run
Non-responsive :
. . Responsive
Logd traffic (Mbit/s) throughput Mean ECN Utilisation
point (Mbit/s) rate
Offered Throughput
Normal | 736.9 736.9 2315 0 0.968
High 835.7 835.7 136.0 0.004 0.972
Xizrri/ 1033.3 984.5 4.9 0.176 0.989

Table 1 Throughput per traffic class at different loadnp®
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As guaranteed traffic load increases it first causan-guaranteed traffic to back-off and is ultiehat
constrained by admission control. It is straightfard to ensure no guaranteed packet drops, byngeiie
virtual queue output rate and the admission cottirelshold so as to ensure that admission corstrol i
triggered when there is still some spare capanityr¢ than the maximum rate of a new connection).

The important configurable GQS parameters areitfeaV queue output rate reduction factielitaand the
admission control threshold. Experiments with vasidifferent traffic configurations showed thatdée
parameters are robust and can be fixed regardi@stative levels of guaranteed and non-guarantiedfic.

Some simulation runs were started in an artifigialterloaded state (excessive number of guaranteed
connections). In practice this situation could@dsie to network failures. In this scenario packeps were
experienced for a limited period until sufficientaganteed connections had terminated. The system th
found a new equilibrium with zero packet loss.

* The TCP rate reaction of non-guaranteed traffanis: faster timescale than arrivals and departfres
guaranteed connections. This is, in part, becalagwely few distinct guaranteed flows were sinteda
— most guaranteed traffic was simulated as consaémbackground traffic. Figure 5 shows how, in a
high-load scenario, the non-guaranteed throughpititises between different equilibrium levels
whenever a guaranteed connection starts or terein@his might be the case in practice if therenate
many guaranteed flows on a link, or if they haveggldurations. By contrast, if there were many
guaranteed connections (such as voice calls) tietotal guaranteed throughput could fluctuate by
small amounts on a similar timescale. However o responsive traffic load can show large
fluctuations on a small timescale because all fleary their rate simultaneously.

5. Bandwidth protection

On an overloaded link, what determines the relativeughputs of guaranteed and non-guaranteedc®aff
Average guaranteed throughput is limited (by adimissontrol) to a maximum level no greater than the
virtual queue output raté{deltain Figures 3(a) and 3(b)). However strong non-gaoted demand can
constrain guaranteed throughput to a lower level,this is dependent on the value of the thresabldhich
the measured marking rate triggers admission cofitven with a rather small value (e.g. 10%), resdee
flows will back off very considerably before adni@scontrol is triggered. However if there are many
responsive flows then their total throughput — extien their individual rates have adapted to a 10%
marking rate — may be large. So it is possiblegiaranteed demand to be starved of capacity. K non
guaranteed flows are not suitably charged or pdlites might be considered a denial-of-servicadss

In fact, it is possible to enhance the ECN marlkilggprithm used by core routers so as to ensuresteit
class of traffic (guaranteed and non-guarantees)ves a given minimum level of bandwidth regarslies
the demand of the other class. This is illustréteeigure 6, which is an enhancement of the algorit
shown in Figure 3(b).

The algorithm of Figure 6 has two enhancements:

The virtual queue output rate is reduced by an aunbly. This ensures that guaranteed flows will receive
heavy marking, so triggering admission control, wtiee guaranteed load approaches .wWhere L is the
line rate (or configured capacity). Hence non-goted traffic always has access to at least bandwig

An additional token bucket is introduced to fileert guaranteed packets, up to ratg Mhich are not added
to the virtual queue and are not subject to coimestarking. The virtual queue output rate is restlby a
corresponding rate M This ensures that guaranteed traffic always besss to at least bandwidthzM

We assume that Wi Mg << L, so that there is an adequately large regibere traffic is subject to
congestion marking.



TR-CXR9-2006-001

. rate Vg
Marking rate

(res packets i

excess of rat
M)

-
|
' |
'toker :
' virtual queue !
!
!
!
!
!
[}
I
I

/____»Q_r_u_)____* v —>

/ rateL - Mg - My, - delte

! Token bucke v+n
Reservatio Priority queu _
npacket | .._._.ir__-]_ Qutgoing route Marking rate
" L n rate L (non-res packets|
Non- .
reservatior !
i n
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Figure 7 illustrates how this bandwidth protectadgorithm shares capacity differently within thidiferent
load regions defined by the relative guaranteedramdguaranteed traffic demands.

In the left-most region the guaranteed demandsistigan M. In this case no guaranteed packets receive
congestion marking and so new guaranteed conne@tprests are always accepted, even protectingsigai
DoS attacks from non-guaranteed traffic. Non-gutaechtraffic can use any spare capacity within this
region.

In the central region, if guaranteed demand istgréhan My and non-guaranteed demand is greater than
My then resource is shared according to relative ddraa normal.

At the start of the right-most region, if the guatesed traffic level reaches L —\Mhen new guaranteed

connection requests are blocked by admission doktemce this region is effectively reserved fonno
guaranteed traffic.

Configured capacity

v

<
<«

< Me > < Mn n
SIEEE SEEEE, | Shared capacity No new guaranteed
ey gugranteed : with admission connections
connections admitted

Increasing guaranteed Increasing non-guaranteed

Figure?7 Bandwidth protection regions

6. Variable bit-rate reservations

Up to now we have assumed that guaranteed conngd¢tave constant bit-rate. Suppose now that thgy ma
have variable bit-rate (VBR) up to a known peak ratis poses a problem for any kind of admission
control system. If an explicit capacity reservatsystem (such as Intserv) is used, then how mughotiy
should be reserved per connection? Peak rate tiinaaould be very wasteful of capacity if mearessire
substantially less than peak rates. This problesrphaviously been addressed for an ATM environment,
using effective bandwidth models [14, 15]. ‘Effeetibandwidth’ is a measure of the bandwidth regurer

9
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flow, in order to achieve a given QoS target, waamumber of variable bit-rate flows are multiplexed
togther. Hence effective bandwidth depends not onlyraffic characteristics but also on network
characteristics such as link capacity and buftee.dtffective bandwidth lies between the meanaateépeak
rate of a flow, and when many flows are multiplexeda large link it tends to be closer to the mede.

Using a measurement-based admission control sygtemas GQS, the difficulty is that under-used caypa
is not reserved. The congestion measured by egagsways only reflects the current load, not theeun
used capacity. Therefore it is possible for too yngunaranteed flows to be admitted with the rishatket
drops if some VBR flows increase their rates.

This might be a problem if GQS is used at the edf#ise network where the rates of individual flomay
be a significant proportion of link capacity. A eajity-based system of admission control is more
appropriate here. However in the core of the ndtwdrere links have large capacity it is possibleG®QS
to accommodate VBR connections efficiently. The kechanism is to reduce virtual queue output rates
appropriately (M in Figures 6 and 7). Then admission control idiagdwhen the capacity unused by
guaranteed traffic falls to y+ the right-most region in Figure 7. This capadstgvailable for non-
guaranteed traffic, and can also be used by egiSMBR reservations that burst above their average if
the safety factor Mis substantially larger than the largest individegervation then this mechanism can
provide an ‘almost-certain’ assurance of no padkeps for guaranteed connections (except, of course
network failure situations). This approach is illased in Figure 8.

My i
Increasing Mean rate Effective
guaranteed bandwidth Sum of
demand Admission Link peak rates
control capacity
threshold

Figure8 Admission control for variable bit-rate reseroats

Figure 8 illustrates how we might use an estiméataetotal effective bandwidth of guaranteed lcaslan
excess over the mean rate, in order to set theydafdor My. For large core network links with many flows
this relationship could be expected to be fairlpgistent.

How large would the factor Mtypically need to be? We can start from analy$é¢keocharacteristics of
VBR traffic, including silence-suppressed voice][a6d video [17]. Calculations indicate that effeet
bandwidth is typically no more than 10% over theameate for voice traffic multiplexed on links dflaast
100Mbit/s and for video traffic multiplexed on lislof at least 1Gbit/s.

Note finally that peak rates of VBR flows are likeéb be much larger than mean rates. For silence-
suppressed voice the peak rate is 2-3 times l#ngarthe mean rate, and for many video formatgattier
can be much larger. Hence naive admission corais#don capacity reservation, with peak rate ditmta
would be very wasteful of capacity, as indicateth right-hand part of Figure 8.

7. Further development

GQS can also be used in a more traditional scemdrgye admission control of guaranteed trafficas n
adaptive to non-guaranteed demand. This is achieygast one small change in the congestion marking
algorithm — in Figure 3(b) (and Figure 6) resematpackets are marked according to the virtual s&ze

10
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v, taking no account of the non-reservation queze Jihen non-reservation load has no effect on ssiami
control, so that guaranteed traffic always hassgtethe full configured capacity, with priorityey other
traffic classes. Hence it is not necessary to liseaken bucket mechanism of Figure 6 to ensurémim
bandwidth M; — but it is still appropriate to reduce the viltgaeue rate by some amount, i order to
ensure a minimum bandwidth available to non-guaexhtraffic and to provide a safety margin for
admission-controlled calls.

Recently we have been pursuing standardisatiorinnitte IETF Transport Area Working Group [18]. We
are collaborating with the authors of RTECN [19§i&MD [20] and with Cisco. The most significant
change has been the addition of a flow pre-emptienhanism. It is possible to use similar ECN maykm
that described earlier so that ECN measuremenqetriflow pre-emption of existing reservations.sTisia
valuable mechanism in extreme failure situatioty pre-empting sufficient reservations the totaldas
brought below the current capacity, rapidly restgrQoS for the remaining reservations. Flow pre{emp
is selective so it is possible to ensure servicdiigh-priority (emergency services) traffic.

8. Conclusions
Guaranteed QoS Synthesis is a very effective tdogpdor providing an admission-controlled servioe
guaranteed QoS. It combines simplicity and scatghilith fair and efficient use of resources.

The analysis of GQS operation has been supportetayled simulation studies which confirm the
excellent QoS provided by GQS and its robustnesgsfeerent traffic patterns.

GQS can be configured to provide absolute priddtguaranteed services, or to operate fair sharfing
resources between guaranteed and non-guarantegmesei he resource-sharing mode has advantages of
economic efficiency and high robustness to trafinfiguration and failures. It is straightforwaad t
configure minimum bandwidth guarantees that ensaither traffic class can be starved of resources.

GQS can be configured to cope with variable bie-raservations in a way that is very efficient witlarge
core network links.

We are pursuing IETF standardisation for the egsesdmponents of distributed measurement-based
admission control using ECN marking, of which G@®me possible realisation.
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