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Abstract

Various distributed object technologies have traditionally been seen as necessary to protect us from the uncertainties of a world where there is a perpetual state of partial failure. The World-Wide Web is the second largest distributed system in the world, behind only the telephone network which has far simpler ambitions. This paper discusses various approaches to the task of integrating the Web with more deterministic distributed object technologies to create islands of reliability (or to add other specific capabilities) without compromising the global scale of the Web. However, it is dangerous to take the view that a globally popular system such as the Web wasn’t designed correctly. The paper goes on to explore the essence of the Web’s success and discusses whether other distributed object systems would benefit from being less obsessed with deterministic behaviour.



�Introduction

“In Chinese, the principle would be Wei Wu Wei — ‘Do Without Doing.’ From Wei Wu Wei comes Tzu Jan, ‘Self So,’ That means that things happen by themselves, spontaneously.”

“Oh, I see,” said Pooh.

The Tao of Pooh, Benjamin Hoff

The advantages of the Object-Oriented (O-O) approach trip off the salesman's tongue: flexibility, shorter development times, code re-use, building on the foundations of those who have gone before, reduced complexity through encapsulation...

Just two years ago, a learned paper on distributed systems would have been credible without any mention of the World-Wide Web (the present author wrote one). The Web is now the distributed system, but it is nothing like the emerging distributed object systems described then — those same systems that boasted that well-worn list of advantages.

So what crisis of theory produced a situation where this behemoth grew overnight defying all the design rules? Shouldn’t the efforts of the world be directed to building the Web again properly? Or was there some hidden sting to the O-O dream ticket that the Web fixes?

There are two sides to the answers to these questions, to which this paper is devoted.

On the one hand, the deterministic distributed object systems developed over the last decade do have a large role in commercial life. However, using the ubiquitous Web as the bootstrap for such systems eases their introduction (initial human navigation or even just installation). So a large part of this paper is devoted to the issues surrounding the marriage of the two.

On the other hand, surely it is worth seeing what this behemoth can teach us when subjected to scrutiny? Why could it not be predicted that many requirements for total reliability would be so willingly relaxed in order to achieve scaling to global proportions? Adding Web-like qualities into the formal distributed object technologies is potentially a considerably more fruitful activity than bolting the latter onto the former.

A web of objects...
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...a rich but still high performance set of services provided by globally interconnected interacting machines, but where some bits don’t always meet expectations.

Or the human interface just bootstrapped through today’s Web into relatively disconnected islands of interacting objects where there is high performance, reliability, manageability etc...

...just objects on the Web?
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Or can we have the best of both worlds?

Scope

Firstly, the question " What are the big issues that might prevent a web of distributed objects?" is answered — the issues that cause compromises to still be necessary. This leads into a discussion of what an object model is, because object models are to these big distributed computing issues what political doctrines are to the big socio-economic issues.

A brief review of the most important distributed object models follows, including The Object Management Group's Object Management Architecture (OMA), Microsoft®'s Component Object Model (COM) and the Web. The discerning characteristics of each are highlighted. Object models are so pervasive that it is easy to live completely inside the context of just one model and be unaware of the assumptions being made. There is no best solution, rather it is horses for courses. Thus developers need to understand the context in which they work, the object model that best matches this and the compromises necessary if interworking between object models is necessary.

Having covered the background, the paper starts on the core of the subject; the various ways that objects can be made to interact with the Web.

This leads into a discussion of which standardisation efforts are likely to be of most consequence to help focus the debate on the glue between objects rather than the objects themselves.

Having covered the mechanistic aspects of getting the Web and other object systems working together, the paper launches into the more philosophical analysis of the Web's strengths, the lessons that can be learned and what it would entail to re-engineer the deterministic object systems to take account of these lessons.

Audience

This paper is of primary concern to developers. The aim is to ensure that end-users and the marketing teams that nurture and satisfy their demands are insulated from decisions over object models.

Beyond the interests of developers, the lessons learned from an analysis of an organically growing global system like the Web against the criteria developed in the design of more deterministic structured systems should be of immense interest to information technology researchers.

 The Big Issues

Work is for the purification of the mind, not for the perception of Reality. The realization of Truth is brought about by discrimination, and not in the least by ten millions of acts.

Shankara

The first half of this paper explains that the outstanding issues concerned with integrating the most popular object systems with the Web are approaching a solution. It is therefore inevitable that the islands of distributed objects on the Web will start to be interconnected as new capabilities provided by other islands are required. As different communities grapple with this rapid advance towards the interconnectedness of everything, it is no surprise that the scale of each previously isolated bit will appear to get greater as they each become one with the whole. This explosion of scale creates the big issues that are the subject of the second half of this paper:

the trade-offs between performance and both flexibility and resilience as scale increases.

the complexity that large scale brings, particularly:

the need for adaptation to a large variety of permutations of environment, in particular the need to find and connect together all the bits of a system (binding)

the associated increased risk of gridlock

the development of a large system without the developers having to all understand everything

the management of a large system operating under federated control, which again has the same two aspects:

operational (run-time) management

management of the build-time process which is invariably too disparate in time and space and too interwoven with other priorities to result in a total system working to commonly agreed goals, leading to the need for interoperation between differing standards approaches

the security of a large-scale federated system, particularly authentication of the participants and the complexity of the trust relationships

The following sub-sections explain the nature of the above big unresolved problems in more detail and may be skipped if they are already sufficiently well understood.

Performance v. Flexibility & Resilience

‘Every problem in computing science can be solved by adding an extra layer of abstraction’

Attributed to various sources

‘For performance, it is often preferable to fix two problems in one layer of abstraction’ 

Larry Masinter, Xerox Parc

At global scale, considerable flexibility is needed to isolate everyone from the continual churn that is abroad in the world. Flexibility also needs to be introduced to cater for all the permutations of everyone’s differing requirements. Over the years further and further layers of wrapping really have been added to solve any and every problem. The best designed abstractions only kick in when there is a problem or configuration is specifically required, but during normal operation, they sit quietly to one side of the communication channels. However, the larger the scale, the more often there are little changes which need the abstraction layers to kick in, and consequently real performance suffers. Worse, not every abstraction layer is well designed. Many abstractions typically kick in when a new interaction is attempted leading to latency problems, particularly when “new” means “new this session” with no storage of configuration across sessions.

Fault tolerance is a particular example of such an abstraction layer. An interaction is with a named object, however that name has to be mapped to the object’s physical address before access is possible. Under failure conditions, first the failure has to be detected which often involves a time-out, then it has to be reported so the address is no longer advertised, then a new address mapping has to be requested. Not only does this change-over all take time, but it often results in the name to address mapping being done on every access, if there is no address caching mechanism.

Complexity

The complexity of a large-scale system results in both run-time and build-time problems.

At run-time the complexity challenge becomes one of discovery of services. The art of programming is to be non-specific and dynamic with minimal hard-coded addresses, limits or messages, while at the same time being specific enough for the code to be applied to the problem! This does not mean that the end-user is expected to spend the first day configuring the system before it can be used. Best practice is for the system to sit within a well designed framework which allows it to configure itself to the environment in which it finds itself. The is obviously easier said than done at large scale; some early stabs at this problem are described later.

Also at run-time there is the specific problem of the increased risk of gridlock as system complexity and scale increases. Where objects need to make no calls to other objects in order to service requests made on them this is not a problem. However, it is common that objects rely on each other to provide a service, a situation which is prone to dependency loops.

At build-time the challenge is to design a systems engineering process that allows each software engineer to create their bit without having to understand how to do anything but the kernel of the task in hand. If in order to write a customer support system, the developer has to understand how e-mail works including all the quirks, how computer-telephony integration is done, how to secure the system against intruders, how to distribute the system across multiple machines, how to avoid race conditions corrupting the database ... then something is wrong with the process. Even the current solution to this problem is running into complexity problems — that is to encapsulate each of these peripheral problems with a well-known Application Programming Interface (API). However, most APIs are reasonably complex, and each programmer has to understand a very large number of them, leading to mistakes where particular APIs are not fully understood. Solutions to this new problem are discussed later.

Management

Operational management of a very large scale system can typically be characterised as a problem of co-ordination between a large number of parties none of whom accept subordination to the control of any of the others (a federation). Where the number of parties, n, is very large such that the number of bilateral agreements between them would be proportional to n2, there are only two practical approaches (assuming that multiparty interactions can be distilled down to the pairs that they contain):

pre-agree (contract) to a standard or a hierarchy of standards

dynamically negotiate a management contract between parties as they interact for the first time (which of course must itself be based on some standard negotiation protocol)

Any attempt to manage the design process of a large scale system inevitably leads to failure as there are just too many interacting decisions to be made as all the requirements and priorities change over long development time-scales. This activity degenerates into one of interoperation between systems that have gone through separately managed design processes.

Security

Large scale security involves establishing trust that the models of the interacting parties that the application presents do truly represent who they claim to and that the liability of the real parties can continue to be enforced into the future. This typically involves the creation of contractual chains of liability through networks of trusted third parties. These have been designed in theory, bit the world is just starting to build such networks. It remains to be seen what legal cracks will appear at large scale and what impact on performance will transpire.



The theme of this paper is the lessons that designers of distributed object systems can learn from the scaleability of the Web. As large-scale security solutions are in their infancy on the Web and the management capabilities are not particularly mature, the discussion in section � REF _Ref380133743 \n �6�, � REF _Ref380133743 \* MERGEFORMAT �Some Answers� will focus on the performance, resilience and complexity domains.

Distributed Object Models

Can I explain the Friend to one for whom He is no Friend?

Jalal-uddin Rumi

Over time, the solutions to the big issues just introduced have coalesced into coherent conceptual approaches. The aspect of these world-views that best characterises each is their “object model”.

In general, in order to achieve some purpose or application, we create models of entities and processes. The International Standards Organisation (ISO) Open Distributed Processing Reference Model (RM-ODP)[� SEQ Ref \* MERGEFORMAT �1�] (which is a framework, defining concepts and functions in open distributed processing) defines five useful viewpoints on such models, one of which is the computational viewpoint. This is the perspective from which programmers create the concepts and entities they find useful to manipulate the underlying model. In the process, a computational model is created. This does not completely model the application in hand, but it is sufficient for the programmer’s needs. Similarly an enterprise model would be sufficient for conceptualising the task in hand from the business manager’s viewpoint (one of the other four).
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Figure � SEQ Figure \* ARABIC �1� — The Open Distributed Processing Reference Model Viewpoints

An object model is simply a computational model of an object-based system. The circular reference to the word “object” here is the heart of the confusion between various object models because the features of an “object”, are defined within each object model.

There is general agreement on a minimal definition of what an object is. It is the representation of an application domain entity using data to represent its state associated with procedures (or methods) to represent its behaviour. However, an object model embodies wider assumptions about an object than simply what it is. For instance, all object models known to the author also agree that:

an object encapsulates its state to prevent undisciplined access or alteration except through its published methods

new objects can be formed at run-time (instantiation) based on a template (class) so that multiple similar objects can exist in one system each with different state.

each such object can be referred to by a first-class reference

there is infrastructure to allow a method to be invoked on many different sorts of objects without the client first having to establish which method matches which object (substitutability or inclusion polymorphism). For instance, to order a carpet, and to order a holiday could both be done with an “order” method and the right method would be invoked based on which type of object was being ordered.

Typically, each object model includes the software analogue of the specification of a hardware bus into which circuit cards (server objects and their clients) may be plugged. It defines how a client can address a server object much like one circuit card might access another over the bus without knowing which slot it is in, be it in the same machine, or remote (location transparency).

Just as a physical bus often appears to be just wires and connectors with no active components, so it can be with object interaction specifications. Some physical bus specifications are implemented by bus interface logic on each card, others involve some central circuitry that controls the bus. So it is with “object buses” which can be manifested as stub or skeleton code, half in the client and half in the server or alternatively as processes that arbitrate and manage the interaction of all objects.

This paper will concentrate on those aspects of more influential object models that are relevant to the big scale-related issues listed earlier. It will also assess whether these object models really do sufficiently model the application, or whether the programmer’s computational model needs more from other RM-ODP viewpoints (particularly enterprise and engineering).

However, before comparing these features of the object models, each will be introduced on its own terms:

The Object Management Group’s (OMG’s) Object Management Architecture (OMA)

Microsoft®’s Component Object Model (COM)

Sun®’s Java™

Other significantly different object models such as those used by autonomous agent infrastructures and object databases have not been covered due to lack of space, time and expertise.

Object Management Architecture (OMA)

The Object Management Group (OMG) is an international non-profit consortium with over 700 members. It aims to promote the theory and practice of distributed object technology. Its architecture[� SEQ Ref \* MERGEFORMAT �2�] is generally known as the Common Object Request Broker Architecture (CORBA™) although strictly CORBA is merely one part of the OMA, all be it the core part.

Continuing the analogy between object buses and hardware buses started above, different firms can manufacture circuit cards that comply with a bus specification without the electronic components or circuit being standardised. Some card designs run faster, some are more reliable etc. CORBA is similarly vendor-neutral. There is no reference implementation of CORBA, only many competing products or Object Request Brokers (ORBs) that comply to the standard.

The only job of the ORB™ is to intercept a call and be responsible for finding an object that can implement the request, pass it the parameters, invoke its method, and return the results. The term “finding” here is not intended to imply some form of magic global service discovery. In keeping with CORBA’s design principles[� SEQ Ref \* MERGEFORMAT �3�], “services are designed to do one thing well and are only as complicated as they need to be”. In the case of the ORB, “finding” simply means, having got the desired object reference from some other object, accessing it and discerning the method on that object that suits the parameters. The client does not have to be aware of where the object is located, its programming language, its operating system, or any other system aspects that are not part of an object's interface. At this point the term “interface”, as used in the OMA, should be clarified. A CORBA object has just one interface, which is not the case in some other object models.

Generally, a pre-compiler is supplied with an ORB product which generates the source code of a client stub and server skeleton from a definition of the object interface, written in OMG Interface Definition Language (IDL). The programmer can then concentrate on writing the application source code, not the code for intercommunication. However, the CORBA specification doesn’t mandate this approach — it would be possible for an ORB to be compliant that used separate well-known processes to manage the “object bus”.

CORBA does not constrain the wire protocol that each vendor’s ORB uses to pass messages across a network. However, compliance with the CORBA/2[� SEQ Ref \* MERGEFORMAT �4�] specification can only be achieved if there is a gateway between whatever protocol an ORB uses and the Internet Inter-ORB Protocol (IIOP).

�

Figure � SEQ Figure \* ARABIC �2�� — the Object Management Architecture

The OMG also takes on the role of arbitrating in the standardisation of certain key object interfaces that form the complete OMA. These fall into three broad categories:

Domain Interfaces that are worth standardising for all software aimed at a particular vertical market (e.g. finance, manufacturing)

Internet Facilities needed so prevalently across all markets as to be worth standardising, e.g. compound document facilities, help systems

CORBA Services are the lower-level (and thus the most crucial) object interfaces. Examples are:

Naming Service

Life Cycle Service

Persistent Object Service

Transaction Service

Concurrency Control Service

Relationship Service

Externalization Service

Query Service

Licensing Service

Property Service

Time Service

Security Service

Component Object Model (COM)

The foundation of Microsoft® object services is the Component Object Model (COM)[� SEQ Ref \* MERGEFORMAT �5�]. Although originally proprietary to Microsoft®, the COM, as a “core technology” of ActiveX™, has been assigned to the Open Group for standardisation. ActiveX™ is Microsoft®’s brand name for the technologies that enable interoperability using the COM.

A component in the COM is a binary entity that provides some service that may be used by application software. The COM is primarily a specification (hence Model) for how objects and their clients interact through the standard of interfaces. It covers such basics as interface negotiation, reference counting, rules for memory allocation (between independently developed components) and error reporting.

A particular design goal and strength of COM is the ability to manage versions of components (specifically to permit a client to determine which versions of a service are offered by a component in “less than one keystroke time on a PC”). COM versions are manifested as multiple interfaces of one component which have separate globally unique identifiers. Having found a component, a client can quickly establish whether it provides a compatible version of the service required.

COM enables programming language independence, but unlike in CORBA, interface interaction is specified at a binary level which reflects Microsoft®’s dominance of a single CPU architecture (Intel®). As well as being a specification, COM does involve an implementation as system level code (the equivalent of co-ordinating circuitry in the Hardware bus analogy introduced above). Therefore it is possible for it to be ported to other architectures. Early releases of such ports to other CPU architectures are now appearing. These underlie the interoperability across the Internet that is the goal of ActiveX™.

The COM began life designed for component interaction within a single computer’s address space. During 1996, the Distributed COM (DCOM) wire protocol was published as an Internet draft[� SEQ Ref \* MERGEFORMAT �6�] and versions of COM that support it are now becoming available (currently on Windows NT® and Windows® 95). Distributed security is based on the same specifications as is the Distributed Computing Environment (DCE) Remote Procedure Call (RPC)[� SEQ Ref \* MERGEFORMAT �7�] which is the basis of the DCOM RPC. COM distribution is discussed in more detail under section � REF _Ref380133743 \n �6�, � REF _Ref380133743 \* MERGEFORMAT �Some Answers�.

Being the core of object creation and management, COM also acts a foundation for further infrastructure, such as persistent intelligent names and structured and persistent storage. On top of these are built Microsoft®’s Object Linking and Embedding technology and all the other facilities specified by the ActiveX™ APIs.

In the other direction, COM is also the start of a path towards a system object model which Microsoft® plan to be the glue binding together future versions of Windows NT®. This is based on the Common Object Model, also confusingly called COM.

Java™

The term Java applies to much more than just the object-oriented programming language. It also covers the specification of the bytecode that the source-code is compiled to and the virtual machine that interprets this bytecode. Taken together, these define a complete build-time and run-time system and therefore have a distinct object model.

All these aspects of Java have been defined by JavaSoft a business unit of Sun Microsystems Inc. However, Sun® are taking preliminary steps towards standardising Java through ISO’s Java Study Group (SC22). As with Microsoft®’s ActiveX™ above, it is unclear what the term “Java” is being used to encompass in this context.
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Figure � SEQ Figure \* ARABIC �3� —Traditional and Java run-time systems compared

The Java run-time system is shown in � REF _Ref380143449 \* MERGEFORMAT �Figure 3� alongside a traditional run-time system (the object code blob). The bytecode specification is designed to have safety features for network download into a virtual machine (although it can be loaded from disk, of course). The virtual machine prevents any direct access to the real machine or the operating system running on it. The virtual machine hides the differences between heterogeneous operating systems (a different one is needed for each platform) so that one version of the bytecode will run on any platform. However, it is envisaged that the future will see many more examples like on the right, where the virtual machine is tailored for particular hardware taking over the role of the operating system. This is particularly likely in less modular equipment than general purpose computers e.g. household appliances, communications equipment.

Bytecode is produced by “semi-compiling” Java source code. Bytecodes are instructions for the virtual machine akin to machine instructions for real processors. Once processors are manufactured that interpret bytecode there will be no distinction.

Java’s object model involves dynamic linking. The virtual machine links Java programmes together at run-time, eliminating the need for this at compile time. This is the crucial property of the Java model that makes it possible to discuss it on the same level as other object models like the OMA or the COM.

However, a lot of the transparencies built on the core object models of OMA and COM are yet to be defined for Java although some of the early work in this area is discussed later. In the interim, there is no reason why Java written applications can’t be built in to the object model infrastructure provided by the OMA or the COM (and they have been). This simply adds abstractions to Java’s own object model. The disadvantage is that this has a performance penalty, the advantage is language independence for each of the components making up a system.

Object and Web Interoperation

When is a man in mere understanding? I answer, 'When a man sees one thing separated from another.' And when is a man above mere understanding? That I can tell you: 'When a man sees All in all, then a man stands beyond mere understanding.'

Eckhart

Having discussed three of the most influential distributed object models in the previous section, we now arrive at the core of the subject matter — how to put these distributed objects on the Web.

Integrating CORBA Objects in the WWW[� SEQ Ref \* MERGEFORMAT �8�] gives an excellent overview of the various options the system designer has for utilising the ubiquitous Web infrastructure as a doorway to more structured object systems. These approaches all get round the installation and update problems that object technology has. There is no better approach to describing the options than interspersing discussion with broadly plagiarised diagrams from this reference. To help excuse this, the figures have been generalised from being CORBA specific to include how they would be done under the COM as an example alternative, and the commentary discusses yet further object models.

The user end is characterised as a “desktop” with a Web browser. In fact as long as it can talk the same protocols and has the same extensibility capabilities, it could be built into an operating system or an embedded device in some household appliance.
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Figure � SEQ Figure \* ARABIC �4� —�Integration via specific Web server gateway

The first and most prevalent way (� REF _Ref380228451 \* MERGEFORMAT �Figure 4�) to integrate an object system with the Web infrastructure is through a bespoke gateway using the Common Gateway Interface (CGI)[� SEQ Ref \* MERGEFORMAT �9�] that comes as standard with every Web server. Alternatively the Web server APIs can be used for performance, but these vary across suppliers. There is scope for more generalised solutions such as a specific client that solves a whole class of problems, but otherwise this technique is not of enduring interest.
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Figure � SEQ Figure \* ARABIC �5� —�Integration via generic Web server gateway

Under CORBA, it is possible to modify the above approach using the Dynamic Invocation Interface (DII) to create a completely general server-side gateway. The reason this is CORBA-specific is that it relies the existence of an Interface Repository where objects can register their interface types and the DII  to look up the type in order to dynamically construct the call. It is possible in the COM (and possibly in other object models) to build such an interface repository function, but this requires the manual creation of an equivalent capability and modification to the development environment which otherwise discards the interface description on compilation. The interfaces between the Web and object or object-relational databases can be classified as generic gateways between the Web server and the object model of the database.
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Figure � SEQ Figure \* ARABIC �6� — Integration by unifying communications protocols

The approach in � REF _Ref380243325 \* MERGEFORMAT �Figure 6� was pioneered by the ANSAweb[� SEQ Ref \* MERGEFORMAT �10�] proposal. The ANSAweb code treated all resources with URLs[� SEQ Ref \* MERGEFORMAT �11�] preceded by http:// (implying they were accessible by Hyper-text Transfer Protocol (HTTP)[� SEQ Ref \* MERGEFORMAT �12�]) as potentially reachable with CORBA IIOP. The aim was to decouple the URL from the choice of transfer protocol. Ignoring the desire for this particular abstraction it is possible to specify the object interaction protocol explicitly by extending the allowed protocol schemes for URLs. Thus the URL to access an object with CORBA IIOP would start ior: (Interoperable Object Reference)� REF Ref_UNO \* MERGEFORMAT �[4]�, or clsid: (Class IDentifier)[� SEQ Ref \* MERGEFORMAT �13�] for ActiveX. However, in practice many assumptions have become entwined in obscure areas of all browser code that make such changes away from HTTP difficult.

However, the primary flaw in all three schemes for integration of object systems with the Web discussed so far is that they only allow you to access object based servers through a Web browser. Thus they are limited to the user interface devices that are built into a browser (notwithstanding that these have been put to a massive range of tasks) or specific clients that can be installed through other channels.
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Figure � SEQ Figure \* ARABIC �7� — Integration using applets and remote objects

� REF _Ref380246036 \* MERGEFORMAT �Figure 7� shows the simplest arrangement to overcome this problem. Here, any user interface that cannot be achieved from standard browser elements can be downloaded as mobile code. This might be Java, or a scripting language like Visual Basic Script or whatever becomes the prevalent browser standard. The important aspect is that any infrastructure elements that are not available at the user end such as a protocol stack can also be downloaded. It is obviously preferable that such commonly used software is not continuously downloaded and this has been recognised by the main browser vendors. This is likely to be an extremely common arrangement in the near future. Exactly which technologies are used depends on which become prevalent on the desktop. This is discussed later under � REF _Ref380247067 \* MERGEFORMAT �Essential Standards�.
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Figure � SEQ Figure \* ARABIC �8� — Integration using applets and local objects

� REF _Ref380247265 \* MERGEFORMAT �Figure 8� is simply a reminder that the previous scheme is just as relevant where the server object has been installed through other channels at the user end.
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Figure � SEQ Figure \* ARABIC �9� — Integration using applets as notification objects

So far, the user end has been assumed to be causing a call. Another large class of interactions fits the retro-action or call-back model, where an interest in a certain class of reply is registered by the user end, leaving a call-back address, and asynchronously, replies or event notifications appear any time later. � REF _Ref380248469 \* MERGEFORMAT �Figure 9� shows how the special desktop server and its protocol stack for such interaction could be downloaded as mobile code such that notification messages could be sent to it (having previously subscribed to them). A specific server object installed by other means is shown as an alternative. Such arrangements are not yet prevalent enough for a common approach to the problem of opening up a firewall to allow in asynchronous messages on connections not directly initiated from inside.

Servers downloaded in this manner, are obviously not confined to only being used in call-back situations, however, this is envisaged as the most common requirement.

� EMBED PowerPoint.Slide.7  ���

Figure � SEQ Figure \* ARABIC �10� — Integration using�applet inter-communication

Finally, support for a peer-peer interaction model is shown in � REF _Ref380248844 \* MERGEFORMAT �Figure 10�. Here, two browsers are shown using protocol elements downloaded as mobile code to communicate as peers with each other and an object in the server domain.

Theoretically, we can now interact with whatever object system we want in all the various ways outlined above (and probably others that have been overlooked), all bootstrapped through the Web infrastructure. Thus in theory we have Distributed Objects on the Web. However, the remaining obstacle to large scale flexible deployment is the need for some crucial standards to emerge.

Essential Standards

In other living creatures ignorance of self is nature; in man it is vice.

Boethius

For large scale deployment of applications based on a distributed object system in any vertical market, there will be a need for standardisation of the interfaces presented by the various generic objects that meet those market needs. Such effort will continue until the end of time or the end of the attention span of the brave souls that sit through such committees, whichever is the sooner. The Object Management Group is geared up to do this for the OMA, the Active Group (a subset of the Open Group) for ActiveX™, and Java APIs will presumably be relinquished to open standardisation by Sun® eventually. There is actually no need for this duplicated effort, but the phrase “not invented here” comes to mind.

However, standard croutons are of very little use without standard soup. The Web Meets CORBA the Geek[� SEQ Ref \* MERGEFORMAT �14�] is an excellent, minimalist, if slightly dated, agenda for standardisation (whether de jure or de facto) of the infrastructural soup in which these crouton objects will be immersed. The updated list is as follows:

Web server API — for server side gateways avoiding the inefficiencies of CGI (no moves towards this)

Object access URL scheme naming

Client side state management — the Web is otherwise stateless (this is all but done: the “Cookie proposal”[� SEQ Ref \* MERGEFORMAT �15�] is now standards track and is also de facto standard)

Embedded Objects — the document object model for the Web (this is far more controversial with each camp very entrenched behind large investments; however there is a proposal[� SEQ Ref \* MERGEFORMAT �16�] to at least sort this out for Hyper-text Markup Language (HTML))

Object model gateways (work on COM/CORBA integration by the OMG and Microsoft® is proceeding well)

Java stability (only time can bring this)

popular object protocols included in the desktop — not essential, but best for performance (of the two most prevalent browsers, Netscape Navigator™ includes IIOP support in its foundation classes from release 4.0, and Microsoft® Internet Explorer™ will undoubtedly eventually include DCOM support with the non-Windows® ports)

popular object protocols accepted in network infrastructure — firewalls need to allow them through (if they become popular, this will happen)

Thus it appears that soon it will be easier to put distributed objects on the Web — in practice as well as in theory. It is now time to explore how we might achieve a global web of distributed objects.

Some Answers

Men's minds perceive second causes,�But only prophets perceive the action of the First Cause

Jalal-uddin Rumi

What is the difference between distributed objects on the Web and a web of distributed objects? The difference is that the former involves transplanting object-based applications onto the Web and allows us to start interconnecting these together. The latter is the result of interconnecting all the object systems. The dangerous assumption here is that, once we have an interconnected object system at the scale of the Web, it will still work! This brings us back to the unresolved scale related issues that distributed object systems appear to face.

Flexibility versus performance

The answer here lies in solutions that fix the right two (or more) problems in one layer of abstraction.

The Web offers an examples in the URL; the Internet Domain Name Service (DNS) is another. The inspired Naming Authority Pointer (NAPTR) proposal for Uniform Resource Names (URNs)[� SEQ Ref \* MERGEFORMAT �17�] promises to be yet another example of a well concocted abstraction — URNs unify URLs and DNS very powerfully and elegantly.

However, the object models don’t appear to exhibit such inspired performance hacks. The OMA is obsessed with separation of roles within the infrastructure to allow creative competition between ORB vendors. Nonetheless, it is not logical separation that hits performance, only physical separation. Therefore total location transparency is usually the enemy of such performance hacks. The COM has useful “location translucency” — the DCOM protocol provides a flag so the programmer can tell whether a call is local or remote. Also related functions tend to be bundled together in the COM because it is of much less granular design than the OMA in the first place (as it was more concerned with providing an integrated package for the service of application developers). At the other extreme, native Java has no location transparency at all — the application programmer has to explicitly request remote processing using Remote Method Invocation (RMI), otherwise local is assumed.

The most novel examples of flexibility with performance are likely to come from mixing more Web concepts into object models. Java’s URL class is a good example. A loader within the virtual machine for distributed classes accessed through URLs would be another.

Binding Complexity

Discovering the best object (or at least one that is good enough) to bind to is probably both the most important and the most difficult problem to be cracked at the complexity of very large scale.

Tabulated below are the results of an exercise to identify the steps required to discover and access services on the Web. They are described in generic terms familiar to those who work in the open distributed systems field, then in Web terms alongside. This provides some insights into how closely the Web can be construed to be compliant with the ISO/ITU Reference Model for Open Distributed Processing (RM-ODP)� REF Ref_RM_ODP \* MERGEFORMAT �[1]�. The big assumption (cheat) made, is that systems designed for human as against machine interaction are comparable. If the comparison holds up (which it does), it implies (as a generalisation) that the Web is merely deficient in the structure of its data, rather than in its functional elements.

The concepts service, service type, service discovery and service access are used here as defined in Discovery and Access of Services in Globally Distributed Systems[� SEQ Ref \* MERGEFORMAT �18�], and the type repository function and functions of trading, locating and naming are defined in the RM-ODP� REF Ref_RM_ODP \* MERGEFORMAT �[1]�.

Figure � SEQ Figure \* ARABIC �11� — Steps in Service Discovery & Access in ODP Reference Model Terms
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��Generic distributed system�Web implementation�Insights���Service Export �(some parts may have to repeat regularly for dynamic services)��1�The service must have its name(s) registered against its address(es) in the name server (pre-supposing allocation of these uniquely)�A name for the service is placed somewhere that potential clients already go (e-mail, Web document) with the URL beneath it (i.e. a hyper-link).�A page of hyper-links is a name-server (albeit unidirectional) and the Web is a massive scale federation of name servers��2�Type(s) need to be chosen by which it is sensible to classify the service and which are known of by the (extensible) type repository�The service is classified by the provider and gradually by those that use it, usually in their natural language, but also in the classification graphs of popular indexes�Natural language descriptions are a major step towards machine-readable classification systems and point to the need for classification in many alternative contexts��3�The service needs its name to be registered against the type of service on offer in the trader�hyper-links to the service are gradually placed in popular indexes, in relevant Web pages, news postings and e-mails�The Internet is a massive scale federated trader database from the point of view of services���Service Discovery ��4, 5, 6, 7�The client needs to choose a type of service (and possibly properties) which describes what is required and exists in the type repository (which may interact with the trader for sub-types)�The user browses down an index choosing the most likely categories presented or scans the results of a search engine query (a few tries of the links out of the index may be required before a good path is found)�It is impractical to propose global standards for each service type definition. In a massive scale federation the service types can only have meaning within a context that contains that service��8, 9�The client receives a service name(s) from the trader that best satisfies the requirements description�A resource is found which appears to have the right context and contains a hyper-link with a tempting name�The Web is a massive scale federated trader database from the point of view of clients��10, 11, 12, 13�The client puts the service name(s) to the locator which interrogates the name server to find the address(es) to which these names map. The locator then decides on the best service address for this particular request and returns it to the client�The hyper-link doesn't directly access the service required, but presents choices of hyper-links with the relative merits of each described. The user chooses the "best" hyper-link (closest, fastest)�Parts of the Web already act as locators (although this is not at all prevalent)���Service Access��14�The client uses the address to contact the service�The hyper-link chosen directs the client to the service address underlying it�-��Table � SEQ Table \* ARABIC �1� — Service offer through to access via discovery

�This exercise shows that challenge is to find a middle path where there is the incentive for content providers to finely spread (and maintain) structured data (or at least metadata — data about data) around the Web that is interconnected with the unstructured data. Put the other way round,

‘Every object should have a Web page’

Andrew Herbert, APM Ltd

This will allow machines to appear to make sense of the unstructured data. This will be a more productive path while we don’t have systems that are intelligent enough to interpret unstructured data.

It would be expected that the Java object model would be the closest to the Web’s model and therefore the best candidate for this fine spread of structured objects in the fabric of the unstructured Web data. However, as Java is currently used, it is the furthest from the web of distributed objects model. The problem is that Java objects can only be deployed in little incestuous clumps that interact with each-other locally, unless Remote Method Invocation (RMI) is used explicitly.

However, because the Java virtual machine can link objects dynamically its class loader could be overridden to allow class names with global as well as local context (assuming a class name server system). This would explode the bindings between the clusters of classes in Java applets, and make the Java object model have a more appropriate distribution granularity. This wouldn’t necessarily suddenly make Java work at large scale, without applying the other suggestions being put forward here.

Gridlock Avoidance

All object models contain either explicit or implicit assumptions about their permitted object interaction models at their core. Interaction models were introduced in the previous section, a more general list follows:

asynchronous (aka. oneway, “fire and forget”, maybe or datagrams)

idempotent (asynchronous, but where receipt of one message has same effect as many) 

synchronous (request/reply)

deferred synchronous (request is asynchronous, but connected to a “right” to a reply through storage of some state)

call-back (aka. retroaction or notification — as with deferred synchronous, but unbounded number of replies possible into the future — used for such applications as publish subscribe, event monitors, etc.)

autonomous agent (a richer form of deferred synchronous)

One sign of a scaleable object model is one that allows some degree of decoupling across time. If every request call blocks while waiting for a reply, a totally interconnected world would become very much like the housing market, with long chains of buyers and sellers, all continually switching from a state of hopeful expectancy to a disappointed back off.

The least tightly coupled model is probably that of the various proposed autonomous agent infrastructures. CORBA has three interaction models — oneway, synchronous and deferred synchronous. The COM, being based on DCE RPCs� REF Ref_DCERPC \* MERGEFORMAT �[7]�, supports maybe, idempotent and synchronous.

Related to time coupling, is the gridlock avoidance problem. This is where a chain of calls end up in a loop with an object unable to answer an incoming request until it has the reply to the request it sent out earlier (which is the cause of the incoming request).
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Figure � SEQ Figure \* ARABIC �12� — A gridlocked loop of calls

This is a difficult one to solve. Decoupling timings can help by using deferred synchronous calls, but this doesn’t help if the loop is at the information level (the information in the reply is needed, rather than just the fact that the reply occurred).

DCOM uses “Causality IDs” in every message to trace a chain of cause and effect. The Relationship Service is a CORBA Service that could be used to map the topology of call patterns, where it is deemed this might be a problem (though this is not what it was originally envisaged for).

It remains to be seen whether such solutions will scale up to global proportions. The DCOM solution requires the object itself to check for offending causality IDs, which could put a strain on performance. The suggested CORBA solution would require a network of co-operating Relationship Servers at large scale which would have to be kept up to date with every interaction deemed sensitive to gridlock, although it is possible that the topology map need not be completely up to date in order to head off or at least help prise open a deadlock.

Build Complexity

So far, management of complexity at run-time has been considered. At build time, developers also need help with the sheer volume of APIs they have to understand in depth in order to write good code (and the problems they cause when they don’t understand). The ideal solutions here would enable applications to just consist of the functional bits. Separately, specialists in each non-functional field could write “metaobjects” which provided non-functional services. Yet someone else could integrate the two without the need to alter the source code of either.

Microsoft have a reputation for good support of the development process. This is most fundamentally provided by the pervasive assumption in the COM that, across the industry, different parties are developing components for applications without any co-ordination. Hence, support is built in for checking which version of a component has been accessed, and whether it can do what the expected version could do. Further, Microsoft’s Transaction Server product[� SEQ Ref \* MERGEFORMAT �19�] allows separation of the build of the functional part of an application from the build of the non-functional transactional mechanisms and their policy configuration. The techniques being researched for Reflective Java[� SEQ Ref \* MERGEFORMAT �20�] and MetaJava[� SEQ Ref \* MERGEFORMAT �21�] extend this capability to other non-functional requirements and they allow dynamic re-configuration which Microsoft’s product is not designed for.



The generally fuzzy nature of the answers so far revealed from the Web’s success at scaling hints at probably the least obvious lesson that object systems designers need to learn — the Web scales well because it doesn’t work properly...

Non-deterministic Reliability

A lesson the Web teaches us is that a “bomb-proof Web” can be created from unreliable component parts[� SEQ Ref \* MERGEFORMAT �22�]. It may appear heresy, but if BT offers a service over the Web and it fails, the customer has the opportunity to find another similar service elsewhere in the world. Thus from the customer’s perspective, the service reliability of the product they originally acquired from BT is improved simply because it exists within the Web infrastructure!

Thus one of the implicit problems with most object models is that they are too deterministic. For instance, one could envisage designing the Web such that every reference to a resource (e.g. by hyper-link from other resources) was recorded so that if a resource moved all references could be updated. The fact that many of the references are held by computers that are powered off more than powered on, would put enormous strains on the infrastructure to hold all these pending reference updates. This is not to say that such a project wouldn’t be worth while (e.g. HyperG[� SEQ Ref \* MERGEFORMAT �23�]), however the loose coupling of the Web was what made its federated growth possible. The W3Objects[� SEQ Ref \* MERGEFORMAT �24�] approach preserves this loose coupling, while the NAPTR URN proposal� REF Ref_NAPTR \* MERGEFORMAT �[17]� neatly solves the problem by adding an extra scaleable layer of abstraction — naming.

The reference counting dilemma is a sensitive area in many distributed object models. Because Distributed COM has recently evolved from the non-distributed COM, it has kept very tight reference counting, not only to allow object relocation, but also to allow objects to free up resources when there are no more clients using them. Thus if a reference to an object is given to one client which then passes it on to yet another client, the infrastructure keeps count of both these client references. Because partial failure is an occupational hazard of distributed systems, the default DCOM behaviour is for the client to be pinged regularly to check the reference is still “booked out” to a living client. Although there are clever schemes for aggregating pings and sending only “deltas” to ping messages, this traffic would obviously bring down a large scale system. It is possible to specify that this behaviour is turned off leaving it to the application programmer to devise distributed failure strategies (or not).

The general approach taken by the OMA is not to reference count at all. Instead clients must fall back to address mapping services if they discover an object has re-located. The issue of how an object knows whether it is safe to delete itself and free up resources is left as an exercise for the programmer.

In other words, neither major object model has a real solution to reference counting and both are likely to “fail” in large-scale systems, but for opposite reasons — DCOM would become congested while the OMA uses more resources than strictly necessary. It was a conscious decision by the OMG to leave garbage collection as application specific — the only one that made sense at scale. It is interesting that an architecture specifically designed for large scale distribution suffers from a similar inherent problem as the Web.

Conclusion

Truly, ‘Only he that rids himself forever of desire can see the Secret Essences.’�He that has never rid himself of desire can only see the Outcomes.

Lao Tzu

All the technologies and standards are falling into place that will allow islands of distributed object systems to be deployed over the ubiquitous Web infrastructure...

...distributed objects on the Web

The tendency to improve the capabilities of any one system by connecting it to others will inevitably lead to the interconnectedness of every object system. However, there is no guarantee that a global object system will work.

It seems probable that strictly deterministic systems will remain as islands of a certain bounded size, at least into the medium term.

If the lessons that the Web can teach us are correct, a global distributed object system might have to be redesigned to be deliberately less reliable at the micro level in order to function reliably at the macro level.

The alternative is to spend a lot more time analysing and radically redesigning the existing distributed object systems to eliminate the possibility of some phenomena like large-scale gridlock or congestion.

The former approach is likely to deliver the advantage of an interoperating global object system sooner than the deterministic alternative.

The middle way of highly reliable islands interconnected by “fusible links” is probably a workable compromise.

The unstructured data on the Web is generally unsuitable for machine processing. A solution to this problem would massively increase the utility of an already highly popular resource. Rather than focusing on the development of techniques for machines to understand natural language, the goal of machine navigation could be achieved by introducing incentives to content providers to finely spread (and maintain) more structured metadata objects within the fabric of the existing Web...

...a web of distributed objects.
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